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In three experiments, pigeons chose between two alternatives that differed in the probability of
reinforcement and the delay to reinforcement. A peck at a red key led to a delay of 5 s and then a
possible reinforcer. A peck at a green key led to an adjusting delay and then a certain reinforcer. This
delay was adjusted over trials so as to estimate an indifference point, or a duration at which the two
alternatives were chosen about equally often. In Experiments 1 and 2, the intertrial interval was
varied across conditions, and these variations had no systematic effects on choice. In Experiment 3,
the stimuli that followed a choice of the red key differed across conditions. In some conditions, a red
houselight was presented for 5 s after each choice of the red key. In other conditions, the red houselight
was present on reinforced trials but not on nonreinforced trials. Subjects exhibited greater preference
for the red key in the latter case. The results were used to evaluate four different theories of probabilistic
reinforcement. The results were most consistent with the view that the value or effectiveness of a
probabilistic reinforcer is determined by the total time per reinforcer spent in the presence of stimuli
associated with the probabilistic alternative. According to this view, probabilistic reinforcers are
analogous to reinforcers that are delivered after variable delays.

Key words: reinforcer probability, reinforcer delay, intertrial interval, adjusting schedule, conditioned
reinforcement, key peck, pigeons

In research on choice, there has been con-
siderable interest in how subjects, both human
and nonhuman, respond in situations in which
the consequences of their actions are uncertain.
With humans, the research frequently involves
presenting subjects with written descriptions
of hypothetical choices involving different
amounts of money (e.g., $100 with a proba-
bility of 1.0 versus $200 with a probability of
.5) and asking subjects to choose as if their
decisions were real (e.g., Kahneman & Tver-
sky, 1979; Machina, 1987). With animals, the
typical procedure is to give the subjects re-
peated exposure to pairs of alternatives (e.g.,
one food pellet with a probability of 1.0 versus
two pellets with a probability of .5) and to
record their choices after they have been ex-
posed to sufficient trials to learn about the two
alternatives (e.g., Logan, 1965; Young, 1981).
Many training trials are necessary in this pro-
cedure, and this is not simply because animals
are slower to learn than people. Any subject,
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no matter how intelligent, would need multiple
trials before being able to estimate the prob-
ability of an uncertain event with reasonable
accuracy.

In both types of research, it is frequently
assumed that probability of reinforcement is a
distinct dimension to which subjects can re-
spond, in much the same way that they can
respond to other characteristics of a reinforcer
such as its magnitude, quality, or delay. For
instance, expected utility models assume that
a human subject multiplies the subjective utility
of each possible outcome by its probability to
obtain the expected utility of a particular al-
ternative, and then chooses whichever alter-
native has the higher expected utility (see Lee,
1971). For animal subjects, theorists do not
suggest that the subjects actually perform cal-
culations; nevertheless, it is frequently as-
sumed that probability and amount of rein-
forcement combine multiplicatively to influence
the subject's choice (e.g., Battalio, Kagel, &
McDonald, 1985; Caraco, Martindale, &
Whittam, 1980).

Rachlin, Logue, Gibbon, and Frankel (1986)
proposed a different approach to probabilistic
reinforcers, one that was intended to apply to
both animals and people. In essence, their the-
ory states that probabilistic reinforcers are
functionally the same as delayed reinforcers,
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and that they should be reinterpreted as such.
That is, when a reinforcer is delivered with a
probability less than 1.0, the effect on the sub-
ject's behavior is the same as if the reinforcer
were delayed. Rachlin et al. offered a specific
equation for translating probabilities into
equivalent delays:

D= p~ - t, (1)

where D is the average delay to a reinforcer
delivered with a probability of p. That is, D
is the average time a subject would have to
wait for each reinforcer if the probabilistic
alternative were chosen each time. The vari-
able t is the duration of any intertrial interval
(ITI), and c is the time from the start of a trial
until either the reinforcer is delivered or, on
negative trials, until the trial ends without re-
inforcement and the ITI begins. Thus c in-
cludes the time it takes the subject to make a
choice, the time needed to fulfill any additional
response requirements, and the duration of any
other delays between the choice response and
reinforcement (or trial termination on non-
reinforced trials). For example, suppose that
an animal responds for food reinforcers in a
discrete-trials procedure in which p is .2, the
time it takes the animal to respond on each
trial (c) is about 3 s, and t is 10 s. Because on
average it will take five trials to obtain a rein-
forcer, Equation 1 states that the expected de-
lay to reinforcement is 55 s (five trials of 3 s
each, plus four ITIs of 1Os each).
The calculation of average time to reinforce-

ment in Equation 1 is incontrovertible, but
what makes the analysis of Rachlin et al. (1986)
a testable theory is its assertion that the prob-
abilistic reinforcer in the above example will
be the behavioral equivalent of a reinforcer
delayed 55 s. Because of this assumption about
the relation between reinforcer probability and
delay, D will be called the effective delay for a
reinforcer that occurs with a probability of p.
Equation 1 makes a number of predictions that
differ from those of traditional expected utility
theories. One is that if a subject must choose
between a small but certain reinforcer and a
larger probabilistic reinforcer, preference for
the probabilistic reinforcer will decrease as the
ITI grows longer. This is because D will in-
crease as t increases for the probabilistic rein-

forcer, and it is well known that preference
decreases as delay of reinforcement increases
(e.g., Ainslie, 1974; Chung, 1965). For the
certain reinforcer, D will not change as t in-
creases, because when every trial delivers a
reinforcer, the expected delay to reinforcement
is simply the time it takes to complete the trial,
c. In contrast, expected utility theories (e.g.,
Kahneman & Tversky, 1979) predict no change
in preference with changes in the ITI (at least
not without additional assumptions), because
a change in the ITI affects neither the prob-
ability nor the amount of reinforcement for
either alternative. Rachlin et al. provided some
evidence supporting Equation 1 with a gam-
bling experiment in which people chose be-
tween a large low-probability payoff and a
small but nearly certain payoff.
One purpose of the present set of experi-

ments was to test the predictions of Equation
1 with nonhuman subjects. Pigeons chose be-
tween alternatives that differed, not in amount,
but in the probability of reinforcement and in
the delay between choice and reinforcement.
An adjusting-delay procedure (Mazur, 1984,
1987) was used to estimate indifference
points-pairs of alternatives a subject selected
about equally often in a choice situation. In
this procedure, the delay for one alternative,
the standard alternative, is constant throughout
a condition. The delay for the other alternative,
the adjusting alternative, changes many times
a session so that the indifference point can be
estimated. In Experiments 1 and 2, pigeons
chose between a certain reinforcer and a prob-
abilistic reinforcer, and the duration of the ITI
was varied across conditions. These experi-
ments examined the prediction of Equation 1
that preference for the probabilistic reinforcer
should decrease as ITI increases. The proce-
dures in these experiments were very similar
to those of a previous study (Mazur, 1985),
but ITI was not varied in that study.

In Experiment 3, the stimuli present during
the delay that followed each choice of the prob-
abilistic reinforcer were varied. Specifically, in
some conditions the same stimulus was present
on those trials in which a reinforcer would be
delivered and on those in which none would
be delivered. In other conditions, different
stimuli were present on reinforced and non-
reinforced trials. As will be shown, the details
of such stimulus arrangements can have sub-

88



PROBABILISTIC REINFORCEMENT

Table 1

Order of conditions and mean adjusting delays at the indifference point in Experiment 1. All
durations are in seconds.

Order Trial Adjusting delay

Subject 1 and 2 3 and 4 p. duration 1 2 3 4 Mean

1 1 1.0 60 3.21 6.46 5.07 8.57 5.83
2 2 .2 60 8.32 22.82 21.13 26.27 19.64
3 3 .5 60 6.17 9.44 6.79 21.59 11.00
4 4 .2 60 7.69 32.71 11.21 28.93 20.14
5 6 .5 30 6.06 6.80 8.09 11.86 8.20
6 5 .5 90 7.19 9.80 10.25 17.63 11.22
7 8 .5 30 6.84 8.77 14.46 7.44 9.38
8 7 .5 90 5.50 7.23 8.34 14.19 8.82

stantial effects of choice, even when the delays,
probabilities, and ITIs for the two alternatives
remain the same.

EXPERIMENT 1
In most of the conditions of this experiment,

the standard alternative delivered a reinforcer
with a probability of .5 after a 5-s delay. The
adjusting alternative delivered a reinforcer on

every trial after an adjustable delay. The pur-

pose of this experiment was to vary t across
conditions and determine whether the indif-
ference point changed as a result. However, if
t were the same for both the standard and
adjusting alternatives, the rate of trial presen-
tations would differ for the two alternatives
whenever their delays were different. To min-
imize variation in the rate of trial presentations
within a condition, the time from a choice re-

sponse until the start of the next trial (which
will be called trial duration) was kept constant
within each condition. In different conditions,
the trial duration was 30 s, 60 s, or 90 s.

Because the trial duration, the two proba-
bilities, and the standard delay were constant
in this procedure, it is a simple matter to derive
predictions from Equation 1. By definition, the
values of Ds and Da will be equal at the in-
difference point (where the subscripts refer to
the standard and adjusting alternatives, re-

spectively). Let us ignore the small amounts
of time the subjects need to make their choice,
because in practice these durations are so small
that they would not affect the predictions ap-
preciably. With a trial duration of 30 s for the
standard alternative, Equation 1 predicts that

indifference would be reached with an ad-
justing delay of 35 s, if such a long delay were
possible. However, in this condition, the max-
imum adjusting delay was limited to 28 s to
keep the trial duration for the adjusting alter-
native equal to 30 s as well. Equation 1 there-
fore predicts that the adjusting delay will reach
its longest possible duration. Similarly, for
conditions with trial durations of 60 s and 90 s,
Equation 1 predicts that the adjusting delay
will reach 58 s and 88 s, respectively-the
maximum possible durations in these two con-
ditions.

METHOD
Subjects

Four White Carneau pigeons were main-
tained at about 80% of their free-feeding
weights. All had previous experience with a
variety of experimental procedures.

Apparatus
The experimental chamber was 30 cm long,

30 cm wide, and 33 cm high. Three response
keys, each 2.5 cm in diameter, were mounted
in the front wall of the chamber, 20.5 cm above
the floor. A force of approximately 0.1 N was
required to operate each key, and each effective
response produced a feedback click. A hopper
below the center key provided controlled access
to mixed grain, and when grain was available,
the hopper was illuminated with two 6-W
white lights. Six 6-W lights (two white, two
red, and two green) were mounted above the
wire-mesh ceiling of the chamber. The cham-
ber was enclosed in a sound-attenuating cham-
ber that contained an air blower for ventilation
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Fig. 1. A schematic diagram of the different sequences

of events that could occur on a choice trial in Experiment 1.

and a speaker producing continuous white noise
to mask extraneous sounds. A PDP-80 com-
puter in another room was programmed in
SuperSKEDO to control the stimuli and re-

cord responses.

Procedure
The experiment consisted of eight condi-

tions that differed in trial duration and in p5,
the probability of reinforcement for the stan-
dard alternative. In the first four conditions,
trial duration was kept constant and p5 was
varied to assess the effects of different prob-
abilities. In the last four conditions, Ps was
constant at .5, and trial duration was varied.
Table 1 lists the trial durations and values of
p5 for each condition. Notice that in the last
four conditions, the order in which the con-
ditions were studied was different for Subjects
3 and 4.

Each session lasted for 64 trials or for a
maximum duration that depended on the trial
duration. For trial durations of 30 s, 60 s, and
90 s, the maximum session durations were, re-
spectively, 40 min, 80 min, and 120 min. Each
block of four consecutive trials consisted of two

forced trials followed by two choice trials. Fig-
ure 1 illustrates the possible sequences of events
that could occur on a choice trial. After an ITI
during which only the white houselights were
illuminated, the center key was illuminated
with white light to start a trial. A single peck
on the center key was required to begin the
choice period. The purpose of this center peck
was to make it more likely that the subject's
head was equidistant from the two side keys
when the choice period began. A peck on the
center key darkened this key and illuminated
the two side keys, one green and one red. The
locations of these colors (left key or right key)
varied randomly from trial to trial to control
for position preferences.
The red key was always the standard key

and the green key was the adjusting key. A
peck on the red key extinguished both side keys
and initiated a 5-s delay, during which the red
houselights were lit instead of the white house-
lights. At the end of the standard delay, the
red houselights were extinguished and either
(a) with a probability of ps, grain was pre-
sented for 2 s, followed by the next ITI, or (b)
with a probability of 1 -p, there was no food
presentation, and the next ITI began imme-
diately. A peck at the green key during the
choice period extinguished both side keys and
led to the adjusting delay, during which the
green houselights were lit. The adjusting delay
was always followed by 2-s access to grain and
then the ITI. On all trials, the duration of the
ITI was varied so that the trial duration was
constant.
The procedure on forced trials was the same

as on choice trials, except that only one side
key was lit, red or green, and a peck on this
key led to the appropriate delay. A peck on
the opposite key, which was dark, had no ef-
fect. Of every two forced trials, one involved
the red key and the other the green key. The
temporal order of these two types of trials var-
ied randomly.

After every two choice trials, the delay for
the adjusting key might be changed. If a subject
chose the adjusting key on both choice trials,
the adjusting delay was increased by 1 s. If the
subject chose the standard key on both trials,
the adjusting delay was decreased by 1 s. If the
subject chose each key on one trial, no change
was made in the adjusting delay. In all three
cases, this adjusting delay remained in effect
for the next block of four trials. At the start
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Fig. 2. Mean indifference points (and standard errors of the mean) from the different conditions of Experiment
1. Results from conditions with a trial duration of 60 s are plotted as a function of the standard reinforcer probability
in the left panel. Results from conditions with a standard probability of .5 are plotted as a function of trial duration
in the right panel. The middle points in the two panels are based on the same data.

of each session, the adjusting delay was deter-
mined by the above rules as if it were a con-
tinuation of the preceding session.
The first two conditions lasted for a mini-

mum of 20 sessions, and the other conditions
lasted for a minimum of 12 sessions. After the
minimum number of sessions, a condition was
terminated for each subject individually when
several stability criteria were met. To assess
stability, each session was divided into two 32-
trial blocks, and for each block the mean delay
on the adjusting key was calculated. The re-
sults from the first two sessions of a condition
were not used, and a condition was terminated
when the following three criteria were met,
using the data from all subsequent sessions:
(a) Neither the highest nor the lowest single-
block mean of a condition could occur in the
last six blocks of the condition. (b) The mean
adjusting delay across the last six blocks could
not be the highest or the lowest six-block mean
of the condition. (c) The mean delay of the last
six blocks could not differ from the mean of
the preceding six blocks by more than 10% or

by more than 1 s (whichever was larger).

RESULTS AND DISCUSSION
In every condition, the mean adjusting delay

from the six half-session blocks that satisfied
the stability criteria was used as an estimate
of the indifference point. Table 1 shows these
durations for each subject and for the group.
The group results are also presented in Figure
2, where the results are averaged across rep-
lications for those conditions that were re-

peated. The left panel shows that, with trial
duration unchanged (Conditions 1 through 4),
the mean adjusting delay decreased system-
atically as the probability of reinforcement for
the standard alternative increased. As can be
seen in Table 1, this decreasing pattern was

found for every subject, although the range of
adjusting delays varied considerably across an-
imals. These results demonstrate that the sub-
jects were sensitive to the changes in the stan-
dard probability of reinforcement.
The right panel of Figure 2 shows the re-

sults from Conditions 5 through 8 (and again
from Condition 3), where the standard prob-
ability was .5 and trial duration varied. Two

25

20

1-

LU.
C)
(5z
t-
:D
Cn

10

51

'\t t~~~~~~~~~-. -+--A t,
'1-

I0
0.2 90

91



JAMES E. MAZUR

aspects of the data are noteworthy. First, the
indifference points were much shorter than
those predicted by Equation 1. Recall that,
according to Equation 1, the indifference points
should range from 28 s to 88 s, whereas the
actual indifference points averaged about 10 s.
Second, no trend toward longer adjusting de-
lays with longer trial durations was observed.
The slightly larger group means for trial du-
rations of 60s and 90 s were entirely attrib-
utable to one animal, Subject 4. The results
from the other 3 subjects showed no increases
at all (see Table 1).

These results clearly contradict Equation 1.
However, this does not necessarily mean that
the general concept proposed by Rachlin et al.
(1986)-that probabilistic reinforcers are the
behavioral equivalent of delayed reinforcers-
is incorrect. Perhaps the animals in this study
responded to the probabilistic reinforcers as
they would to delayed reinforcers, but they did
not treat ITI time as part of the delay. Within
the framework of the Rachlin et al. theory,
ignoring ITI time in this experiment could be
justified on the grounds that the ITIs were
associated with different discriminative stimuli
(the white houselights) and they were there-
fore easily discriminable from the delay pe-
riods. Suppose D5, the effective delay for the
standard alternative, is defined as the average
time, cumulated across trials, that the subject
spent in the presence of the stimuli associated
with the standard delay (the red keylight and
red houselight) before a reinforcer was deliv-
ered. Similarly, suppose Da is the average time
spent in the presence of the adjusting delay
stimuli (the green keylight and green house-
light) before a reinforcer was delivered. The
time spent in the presence of the white house-
lights (which were on during the ITI after
both standard and adjusting trials) is simply
not included for either alternative. Under these
assumptions, Equation 1 reduces to

(2)
p

D is now not the total time before reinforce-
ment but the average time spent in the presence
of the delay stimuli before reinforcement. As
can be seen, Equation 2 predicts an inverse
relation between reinforcer probability and
reinforcer delay.

Equation 2 makes two predictions that are

consistent with the results of this experiment.
First, it predicts that ITI duration should have
no effect on choice. Second, the predicted in-
difference point for the conditions with p, =
.5 was fairly close to the mean result. If c
includes the durations of both the red keylight
and the red houselight, it is necessary to know
the average response latencies on the standard
and adjusting keys in order to make a precise
prediction of the indifference point. In con-
ditions with p, = .5, the mean response laten-
cies on the standard and adjusting keys were
1.0 s and 1.1 s, respectively. With these values,
Equation 2 predicts an indifference point of
10.9s, whereas the mean indifference point
across the five conditions with p, = .5 was 9.7 s.

For the conditions with p5 = .2, the predic-
tions of Equation 2 were less accurate. Re-
sponse latencies were 1.9 s and 1.5 s on the
standard and adjusting keys, respectively. With
these latencies, Equation 2 predicts an indif-
ference point of 33.0 s, whereas the average
obtained indifference point was 19.9 s. There
was, however, a great deal of variability across
subjects and sometimes across the two condi-
tions with p5 = .2.

Although the predictions of Equation 2 were
not entirely accurate at a quantitative level,
they were certainly more accurate than those
of Equation 1. Nevertheless, it is still possible
that the latter equation is partly correct. That
is, perhaps ITI has some small effect on choice
when probabilistic reinforcers are involved, but
not to the extent predicted by Equation 1. The
effect might have been too small to be observed
in this experiment. If so, an effect of ITI du-
ration might be observed with probabilities
smaller than .5, because in Equation 1, D,
increases as probability decreases. To provide
a potentially more sensitive test of the effects
of ITI duration, Experiment 2 measured in-
difference points when p, was .2 with two dif-
ferent trial durations, 40 s and 90 s.

EXPERIMENT 2
METHOD

Subjects and Apparatus
The subjects were 4 different White Car-

neau pigeons maintained at approximately 80%
of their free-feeding weights. All had previous
experience with a variety of experimental pro-
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cedures. A different experimental chamber,
with slightly different dimensions but other-
wise similar to that of Experiment 1, was used.

Procedure
As in Experiment 1, the adjusting alterna-

tive delivered a reinforcer on every trial. The
standard delay was always 5 s, and the stan-
dard probability of reinforcement was .2. In
two conditions, the trial duration was 40 s, and
in another two conditions the trial duration
was 90 s. The order of these two types of con-
ditions was counterbalanced across subjects.
The same stability criteria were used to ter-
minate conditions as in Experiment 1, with
Condition 1 lasting for a minimum of 20 ses-
sions and the other conditions a minimum of
12 sessions. In all other respects the procedures
were the same as in Experiment 1.

RESULTS AND DISCUSSION
Figure 3 presents the indifference points ob-

tained in each condition for each subject and
shows that the indifference points did not differ
systematically as a function of trial duration.
The mean adjusting delay was 19.3 s with the
40-s trial duration and 19.1 s with the 90-s
trial duration.

These results are similar to those of Ex-
periment 1 in two ways. First, contrary to the
prediction of Equation 1, trial duration had
no effect on choice. Second, the actual indif-
ference points were shorter than predicted by
Equation 2. With standard and adjusting re-
sponse latencies averaging 1.4 s and 2.4 s, re-
spectively, Equation 2 predicts an indifference
point of 29.6 s, compared to the mean obtained
indifference point of 19.1 s.
The indifference points obtained in the sim-

ilar study of Mazur (1985) were also shorter
than those predicted by Equation 2. With ps
= .5, indifference points averaged 7.8 s and
were less than 11.Os, the duration predicted
by Equation 2, in eight of eight cases. With
p5 = .2, indifference points averaged 12.0 s and
were less than the predicted duration of 29.0 s
in eight of eight cases. Combined with the
results of Experiments 1 and 2, these findings
clearly show that the indifference points pre-
dicted by Equation 2 are too large.

Although Equations 1 and 2 have difficulty
accounting for the results of these studies, the
basic assumption of Rachlin et al. (1986)-
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Fig. 3. Mean adjusting delays in the four conditions

of Experiment 2 are shown for each subject. The results
are shown in the order in which the conditions were pre-
sented to each subject.

that probabilistic reinforcers are the equivalent
of delayed reinforcers-can be applied in
another way that appears to be more consistent
with the data. This analysis hinges on the ob-
servation that the actual amounts of time spent
in the presence of the standard stimuli varied
substantially from one standard reinforcer to
the next. For instance, with p, = .2, the average
time spent in the presence of the standard stim-
uli might be about 30s (assuming response
latencies of about 1 s). However, because the
number of standard trials needed to obtain a
reinforcer could range from one to more than
10, the actual times spent in the presence of
standard stimuli could be as little as 6 s or more
than 60 s. Because of this variability, if prob-
abilistic reinforcers are to be interpreted as
delayed reinforcers, it seems reasonable to treat
them as reinforcers with variable rather than
fixed delays (cf. Hamm & Shettleworth, 1987).
It is known that animals prefer schedules with
variable requirements over those with fixed
requirements (e.g., Fantino, 1967; Herrnstein,
1964), and more specifically, that they prefer
variable delays to reinforcement over fixed de-
lays (e.g., Cicerone, 1976; Mazur, 1984; Rid-
er, 1983). Perhaps the problem with Equation
2 is that it implicitly treats a probabilistic rein-
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forcer as one delivered after a fixed delay (that
is, the calculation of Ds does not take trial-to-
trial variability into account). This might ex-
plain why the obtained indifference points were
consistently shorter than predicted by Equa-
tion 2: These shorter indifference points in-
dicate a greater than predicted preference for
the probabilistic reinforcer; this preference
might occur because of the variable number of
standard trials needed to obtain each standard
reinforcer.

In order to make this hypothesis more pre-
cise, one must know more about how animals
choose between fixed and variable delays. Ma-
zur (1984, 1986) has found that the following
equation provides reasonably accurate predic-
tions for choice between fixed and variable
delays:

n 1

V= Pi (3)1+KD,.

V is the value of a schedule composed of n
different possible delays to reinforcement, and
Pi is the probability that a delay of Di seconds
will occur on any given trial. K is a free pa-
rameter that determines how rapidly V de-
clines with increasing values of Di. (Note the
distinction between Pi, the probability that a
certain delay will occur, and pi, the probability
of reinforcement on a given trial. In Mazur's
1984 and 1986 studies, pi was always 1.0.)
Mazur was able to make predictions for choices
between any two schedules of delayed rein-
forcers by assuming that V would be the same
for the two schedules at the indifference point.
Although K was treated as a free parameter
in some of this work, good predictions were
usually obtained by setting K equal to 1, and
this value of K will be used in the following
calculations.

Equation 3 was used to make predictions
for the present experiments by defining D as
the time spent in the presence of the red (or
green) stimuli before each reinforcer. Unlike
Equation 2, however, Equation 3 used a dis-
tribution of values for D rather than one av-
erage value. The calculations based on Equa-
tion 3 can be illustrated by considering the
conditions in Experiment 1 in which p, was
equal to .5. Values of Pi were obtained using
the same half-session blocks used to estimate
the indifference points. Across all subjects and
conditions with p5 = .5, a total of 902 standard
reinforcers were delivered in these half-ses-

sions. Of these, 451 were delivered on the first
choice of the standard alternative following a
standard reinforcer. Therefore P1, the prob-
ability of receiving a reinforcer on the first
choice of the standard key since the previous
standard reinforcer, was .5 (451/902). D1, the
time spent in the presence of the standard stim-
uli on these occasions, was estimated to be 6.0 s
(which includes the response latency plus the
5-s standard delay). Other values of Pi and Di
were calculated in an analogous manner. For
instance, because 143 of the standard reinforc-
ers were delivered on the third choice of the
standard key following the previous standard
reinforcer, P3 was .16, and D3 was estimated
to be 18.0s (three times D1). By using these
values of Pi and Di in Equation 3, it was es-
timated that VJ, the value of the standard al-
ternative, was 0.102. Assuming that V, = Va
at the indifference point, Equation 3 predicts
an indifference point of 7.7 s for these condi-
tions. (This analysis ignores the fact that the
adjusting delay changed gradually over trials,
which simplifies the calculations but does not
alter the predictions significantly.)

Similar calculations were made for the con-
ditions with p5 = .2 in Experiments 1 and 2,
and for the different conditions of Mazur's
(1985) study. This earlier experiment used six
different combinations of probabilities for the
standard and adjusting alternatives, including
four in which both p5 and Pa were less than
1.0. Figure 4 plots the mean indifference points
from the three experiments as a function of
the predictions of both Equation 2 and Equa-
tion 3. With K set equal to 1 in Equation 3,
both sets of predictions are parameter-free.
Equation 3 accounted for 60.7% of the vari-
ance in these data points, whereas Equation 2
accounted for none (i.e., the variance from the
predictions of Equation 2 was greater than the
variance around the mean). All of the indif-
ference points where shorter than predicted by
Equation 2.

Figure 4 shows that the actual indifference
points roughly approximated the predictions
of Equation 3, but several limitations of these
predictions are apparent. First, the deviations
from the predictions were systematic, with the
results from Mazur (1985) always shorter than
predicted and those from Experiments 1 and
2 longer than predicted. Second, these param-
eter-free predictions cannot account for the in-
dividual differences observed in all three ex-
periments. Within the general approach of
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Equation 3, there are at least two possible
explanations of these differences across sub-
jects and experiments. First, subjects might
vary in how strongly they are influenced by
reinforcer delays, so that different values of K
might be appropriate for different subjects.
Second, subjects might have different biases
that favor either the standard or adjusting al-
ternative. These could be due to a color bias
or to the fact that the adjusting delay varied
whereas the standard delay did not. For ex-
ample, the short indifference points of Subject
1 in Experiment 1 could be the result of a bias
for the standard alternative. Notice that in
Condition 1, where both alternatives delivered
a reinforcer on every trial, the subject's indif-
ference point was 3.21 s, whereas a value of
5 s would be expected in the absence of bias.
Because the present set of experiments was not
designed either to investigate or to account for
such individual differences, they will not be
discussed further.

In summary, the overall pattern of results
in these experiments is inconsistent with
Equation 1 (because trial duration had no ef-
fect) and systematically deviates from the pre-
dictions of Equation 2. To a first approxi-
mation, however, the results are consistent with
Equation 3. If Equation 3 (or Equation 2, for
that matter) is correct, and if D is interpreted
as the time spent in the presence of the delay
stimuli, it should be possible to alter the in-
difference point by changing the way these
stimuli are presented. One such change was
examined in Experiment 3.

EXPERIMENT 3
In the previous two experiments, a peck at

the red standard key was always followed by
a 5-s presentation of the red houselight, which
was followed by a reinforcer on some trials
but not others. In some of the conditions of
Experiment 3, a simple change was intro-
duced: For the standard alternative, the red
houselight was present on reinforced trials but
not on nonreinforced trials. On nonreinforced
standard trials, a peck at the red key turned
the keylight off, the white houselight remained
on, and the ITI began immediately. For the
adjusting alternative, which delivered a rein-
forcer on every trial, the green houselight was
always present during the delay between a
choice response and reinforcement. Equations
2 and 3 both predict that preference for the
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Fig. 4. For the group means from Experiments 1 and
2 and from Mazur (1985), obtained indifference points
are plotted as a function of the predictions of Equations
2 and 3.

standard alternative will increase under this
procedure, because the time spent in the pres-
ence of the standard-key stimuli per reinforcer
is decreased. An increase in preference for the
standard alternative would be reflected as a
decrease in the adjusting delay at the indiffer-
ence point. In contrast, Equation 1 predicts no
change in preference, because changing the
color of the stimulus affects neither c nor t.
Similarly, traditional expected utility theories
predict no change in preference because p, and
Pa have not changed.

METHOD
Subjects and Apparatus
The subjects were those from Experiment

1, and the same experimental chamber was
used.

Procedure
Except as described below, the procedures

were the same as in Experiment 1. Through-
out the experiment, the standard delay was 5 s
and the trial duration was 30 s. To maintain
this trial duration, the adjusting delay was not
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Fig. 5. Mean adjusting delays in the six conditions of Experiment 3 are shown for each subject. The results are
shown in the order in which the conditions were presented to each subject.

allowed to increase above 25 s, which meant
that the minimum ITI (after a 2-s reinforcer)
was 3 s. The experiment consisted of three pairs
of conditions. In the first pair, p, was .5, and
in the other two pairs it was .2. In one con-
dition of each pair (with order counterbal-
anced across subjects), the red houselight was
presented for 5 s after each choice of the stan-
dard key on both reinforced and nonreinforced
trials, as in the previous experiments. Because
the red houselight was present on every stan-
dard trial, this will be called the red-present
condition. In the other condition of each pair
(the red-absent condition), the red houselight
was presented only on reinforced standard
trials. On nonreinforced standard trials, a peck
at the standard key extinguished the red key-
light (as well as the green keylight if it had
been lit), but the red houselight was not pre-
sented. Instead, the white houselight remained
on, and the ITI began immediately. Because
of the constant trial duration, the ITI was 23 s
on reinforced standard trials and 30 s on non-

reinforced standard trials. All conditions lasted
for a minimum of 12 sessions except Condition
3 (in which p, was changed from .5 to .2),
which lasted for a minimum of 20 sessions.
After the minimum number of sessions, the
stability criteria used to terminate a condition
and calculate the indifference point were the
same as in Experiment 1.

RESULTS AND DISCUSSION
Figure 5 presents the indifference points

from each condition for every subject. In the
first two conditions, in which p5 was .5, the
presence or absence of the red houselight on
nonreinforced standard trials had little effect.
The indifference points were slightly shorter
in the red-absent conditions for 3 of 4 subjects,
and the group means were 6.6 s in the red-
present condition and 5.3 s in the red-absent
condition. However, houselight color had sub-
stantial effect in the conditions with p5 = .2.
Figure 5 shows that for each pair of conditions
and for each subject, the indifference point was
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shorter in the red-absent condition than in the
red-present condition. The group means were
16.6 s in the red-present condition and 7.2 s in
the red-absent condition. Figure 5 also shows
that this effect was much greater for some sub-
jects than others. The indifference points for
Subject 3 in the red-present condition were
close to the maximum possible adjusting delay
of 25 s, so these points might well have been
larger had this restriction not been imposed.
From a qualitative standpoint, this problem is
of little importance because this subject showed
the largest differences between red-present and
red-absent conditions.
The shorter indifference points in the red-

absent conditions indicate that, as predicted by
Equation 3, subjects showed a greater pref-
erence for the standard alternative in these
conditions than in red-present conditions, at
least with p. = .2. Some potential reasons for
the large individual differences have already
been mentioned, but because of these differ-
ences, a quantitative test of Equation 3 cannot
be very informative. However, Figure 6 pro-
vides more evidence that supports Equation 3
at a qualitative level. The top panel shows the
predictions of Equation 3 for each of the four
types of conditions used in this experiment,
and the bottom panel shows the group means.
The predictions were made using the same
method as for Experiments 1 and 2. Equation
3 predicts (a) little difference between red-
present and red-absent conditions with p5 =
.5, (b) a much larger difference with p5 = .2,
and (c) not much change in the indifference
points in the red-absent conditions with the
two different values of p,. As can be seen, the
group results were consistent with each of these
predictions.

GENERAL DISCUSSION
Four approaches to probabilistic reinforce-

ment have been described in this paper-that
of expected utility theory and those represented
by Equations 1 through 3-and the results of
the present experiments help to distinguish
among them. The evidence for the expected
utility approach was mixed. The failure to find
an effect of trial duration in Experiments 1
and 2 was consistent with this approach, be-
cause changing the ITI does not affect the
probability of either alternative. However, two
of the other theories discussed also predict this
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Fig. 6. The upper panel shows the predictions of
Equation 3 for the four different types of conditions in
Experiment 3, and the lower panel shows the group means
from these four types of conditions.

lack of an effect, so the support for the expected
utility approach was not unique. On the neg-
ative side, the difference between the red-pres-
ent and red-absent conditions in Experiment
3 was not predicted by the expected utility
approach, because the probabilities of rein-
forcement were the same in these two condi-
tions.
The results were most damaging for Equa-

tion 1, which states that preference for a prob-
abilistic reinforcer should be strongly depen-
dent upon overall trial duration. Trial duration
was varied in Experiments 1 and 2 over a
range which, according to Equation 1, should
have produced dramatic changes in the indif-
ference points, but no such changes were found.
Thus, although there is some evidence that the
time between trials affects the behavior of hu-
man subjects choosing between reinforcers of
different probabilities (Rachlin et al., 1986),
the present results suggest that pigeons' choices
are not affected by this variable, at least under
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some conditions. This finding implies that if
probabilistic reinforcers are to be viewed as
the behavioral equivalent of delayed reinfor-
cers, there are cases in which it is necessary
to use some measure of delay that does not
include the time between trials.

Equation 2 offers one such measure. This
equation excludes ITI duration from consid-
eration, and it asserts that the relevant variable
is the average amount of time spent in the
presence of the stimuli associated with the
probabilistic alternative per reinforcer. From
an empirical standpoint, the main problem with
this equation is that it predicted indifference
points for three experiments that were consis-
tently too large (Figure 4). From a theoretical
perspective, the problem with this equation is
that it does not consider the variability in the
number of trials required to obtain a reinforcer
(and the resultant variability in the amount of
time spent in the presence of the delay stimuli
per reinforcer). Given the ample evidence that
animals prefer variable over fixed delays (e.g.,
Cicerone, 1976; Mazur, 1984), the finding that
indifference points were shorter than predicted
by Equation 2 makes sense. These short in-
difference points are indicative of a greater
preference for the probabilistic reinforcer than
predicted by Equation 2, and this greater pref-
erence may have been the result of the vari-
ability in D from one reinforcer to the next.
One way to take this variability into account

while retaining the general approach of Equa-
tion 2 is illustrated in Equation 3. Because
Mazur (1984) found that Equation 3 provided
accurate predictions for choices between fixed
and variable reinforcer delays, it might also
predict the effects of the variable delays to
reinforcement that occur when probabilistic
reinforcers are used. The only new detail in-
volved in the present application of Equation
3 was the assumption (as in Equation 2) that
D represents only the cumulative time spent
in the presence of the stimuli associated with
the probabilistic reinforcer (the red keylight
and red houselights in these experiments). Fig-
ure 4 shows that the predictions of Equation
3 were at least roughly consistent with the
results from three experiments. Although the
predictions were not perfect, this equation did
avoid the large and systematic errors of pre-
diction found with Equations 1 and 2, and it
therefore seems to offer a better means of pre-
dicting choice between probabilistic and cer-

tain reinforcers. Notice, however, that E-qua-
tion 3 still describes a method for translating
from probability to delay. The support for
Equation 3 was therefore consistent with the
general view of Rachlin et al. (1986) that prob-
abilistic reinforcers are the behavioral equiv-
alent of delayed reinforcers.
The way D is defined in Equations 2 and

3 may seem counterintuitive, because it is not
obvious why time spent in the presence of one
stimulus (a red houselight) should decrease
preference for a probabilistic reinforcer
whereas time spent in the presence of a dif-
ferent stimulus (a white houselight) should
not. However, Experiment 3 provided stronger
support for this definition of D. In conditions
in which the red houselight was not present
on nonreinforced trials, subjects spent less time
in the presence of the probabilistic-alternative
stimuli per reinforcer. As predicted by Equa-
tion 3, preference for the probabilistic alter-
native increased in these conditions. Further-
more, the amount of change in the indifference
points, averaged across subjects, was approx-
imately the amount predicted by Equation 3
for probabilities of both .5 and .2 (see Figure
6).
One unresolved issue is when ITI duration

will and will not affect a subject's choice. With
human subjects, Rachlin et al. (1986) found a
greater preference for a low-probability rein-
forcer when ITIs were short than when they
were long, as predicted by Equation 1. In con-
trast, ITI had no effect in the present exper-
iments. These results do not necessarily indi-
cate a difference in the choice behavior of people
and pigeons, because in another study with
pigeon subjects, Mazur, Snyderman, and Coe
(1985) found that ITI size had small but con-
sistent effects on choice. Indeed, they were able
to predict their results fairly well using Equa-
tion 3, but they included ITI time in all of
their calculations of D. In contrast, Equation
3 could account for the results of the present
set of experiments only if ITI times were ex-
cluded from the calculations.
The difference between the present exper-

iments and the Mazur et al. (1985) experiment
could be due to the way in which discrimi-
native stimuli were presented during the ITIs.
In the Mazur et al. experiment, the same stim-
uli were present both during the delay that
preceded a reinforcer and during the ITI that
followed it (blue houselights on standard trials
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and orange houselights on adjusting trials). In
the present experiments, the white houselights
that were present during the ITIs were (a)
different from the delay stimuli and (b) the
same on standard and adjusting ITIs. This
arrangement of stimuli may have fostered a
discrimination between the delays and the ITIs,
and it might account for the absence of control
by ITI duration. Further research on the ef-
fects of discriminative stimuli in these choice
situations is needed.

Although Equation 3 provided the best ac-
count of the results of the present experiments,
its applicability to other situations involving
probabilistic reinforcers is uncertain. For in-
stance, it remains to be seen whether it can
predict preference in situations where there is
no delay between a choice response and out-
come (reinforcement or nonreinforcement).
Nevertheless, the present results suggest that
there is merit in the view that probabilistic
reinforcers can be treated as delayed reinfor-
cers, and that the variability in these delays
must be taken into account.
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